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Abstract 

The Internet of Things devices incorporate sensors for sensing and sending data, and Cloud infrastructure, for data 

analysis. Instead of using Cloud infrastructure, Fog computing could be also used as it brings the data analysis closer to 

the sensing area. In this paper, a model of the system based on Raspberry Pi is serving as a central node that is acquiring 

images from local sensor devices. Testing examples using images of lemon are transferred to Fog node where image 

segmentation was used to determine whether the lemon is damaged, by analyzing predefined range color. Fog node was 

loaded with various numbers of images and execution time for observed image processing from the selected sensor node 

estimated. The resulting delay when processing the image in this way could be used as an indicator for selecting the Fog 

node for particular data processing.   
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INTRODUCTION 

Information about living or working 

environment can make a significant contribution 

to everyday human activities, so their execution 

would be more efficient and conducted using a 

more effective way. Usually, information about 

conditions and status in the surrounding area 

could be obtained from data captured by 

appropriate sensors. Devices equipped with 

sensors could be interconnected and transfer 

data to the point where users could access them, 

save and analyze.  

Wireless connection of sensor devices has 

led to the great application of wireless sensor 

networks in data collection. In the meanwhile, a 

new paradigm emerged and that was the Internet 

of Things (IoT). A concept that enables devices 

with adequate communication support to 

connect to the Internet and to exchange data 

between them without human intervention. IoT 

devices could transmit data across the Internet 

to the remote servers or in the spirit of new 

technologies to the Cloud platforms. Received 

data on Cloud platform could be processed to 

infer new information or knowledge or could be 

stored for later analysis.  

The more sensor devices are connected to the 

network the more data are transferred to the 

cloud platforms which causes large amounts of 

data to be accepted and processed. The 

reduction of accepted data could be 

accomplished by the distribution of processing 

from Cloud to devices that are closer to the 

sensor's places. This relocation of data 

processing from Cloud to the devices in the 

lower level is known as Fog computing.  

Data can be gathering from sensor devices in 

the area to the central computer-based devices 

that represent the Fog computing concept. Data 

would be analyzed on this level and there is no 

need for sending them to the Cloud, but the only 

result of the processing could be sent for further 

activities. Also, the results of processing are 

obtained close to the monitoring place and could 

be presented to users without much delay.  

One of the very useful applications of sensor 

data processing is image analysis, where the 

current state could be determined by analysis of 

images from the selected locality. Image 

analysis in the concept of IoT could be found in 

articles such as an integrated fire detection 

system [1], intelligent parking system [2], or 

smart traffic density control [3]. Also, there are 

interesting applications of image processing in 

agricultural products such as classifiers of 

tomatoes [4], smart apple sunburn sensing 
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system [5], or plant health monitoring system 

[6]. 

This paper aims to present a model of the 

Fog computing system which has the role of 

processing data collected from sensor devices 

and send results to the Cloud and nearby users. 

The presented example represents the capability 

of the central node device to process a set of 

images that could be obtained from camera-

equipped devices and be used under the Fog 

concept.  The model was tested by transferring 

images to the central Fog device to show 

processing characteristics by image analysis 

under loads from another node.  

MATERIALS AND METHODS 

The model of the Fog device is based on a 

Raspberry Pi 3 module which has a wireless 

connection with sensor devices in the 

surrounding area. These devices represent nodes 

with appropriate sensors and camera capturing 

state that was in interest by users. In this case, 

the image is transferred from sensor devices to 

the Fog node where it can be transmitted further 

to the Cloud or processed in the site.   

Raspberry Pi (RPi) represents a computer 

that is characterized by small dimensions, 

relatively high processing power, low price, and 

all that on one board which was emerged on 

market in 2012. Also, the RPi module has a 

variety of interfaces which gave wide possibility 

in interaction with other devices. Adding 

necessary input and output peripheral units 

makes RPi a personal computer for users, or 

with connection to the Internet remote access 

could be established, which makes the RPi a 

standalone node device. RPi uses an SD card as 

a memory disk and operating system known as 

Raspberry PI OS or Raspbian as one of the 

customized Linux operating systems [7].     

Raspberry Pi 3 represents the third 

generation of Raspberry Pi computers realized 

fully on one chip. It consists of a 64-bit quad-

core microprocessor, 1 GB RAM, wireless 

communication by Wi-Fi and Bluetooth 4.1, 

HDMI interface, four USB ports, 40 general-

purpose input/output pins, camera interface, and 

composite audio/video input [8]. 

Sensor nodes in a Fog node environment 

could be based on microcontrollers that have 

been connected with the camera module and 

send an image to the Raspberry Pi. 

Microcontrollers do not need to have enough 

processing power for image analysis; its main 

function would be to take a picture with a 

camera and send the captured image to the 

central Fog node. The model of the overall 

system is presented in Fig. 1 where data could 

be transferred between sensor nodes and Fog 

node. Also, Fog node could transmit data to the 

Cloud over the Internet and receive data and 

processing configuration from Cloud. It has a 

central role, it can take over data processing 

from the Cloud, run image analysis and the 

result of processing obtain to users.  

Fig. 1. Model of the system with Fog node between 

sensor nodes and Cloud 

For testing purposes of the Fog node with 

image processing, the dataset from the Kaggle 

website was used. The dataset contains images 

of lemons prepared for the conducted process of 

fruit quality control by analyzing images [9]. A 

python script was implemented on Raspberry Pi 

to analyze images of lemon and determine 

pixels that belong to a range of colors marked as 

a bad part of the fruit. Firstly, the arrival image 

color model was changed from BGR to HSV. 

The reason for this conversion is unequivocally 

determination of color range in the HSV color 

model. The next step was the segmentation of 

HSV image by color range, using also Python 

library for image processing. In this process 

parts of the lemon image are distinguished by a 
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predefined range of colors. These ranges mark 

and count pixels on the image that belong to the 

bad section and have the meaning of rotten or 

damaged part of the fruit.  

An example of the testing purpose of data 

processing on Fog node could be presented in 

Fig. 2 where one node was observed and its data 

exchanged. Example aimed to show the amount 

of execution time for transmitted images 

towards Raspberry Pi, where time for 

processing and replaying results under various 

data loads on the Fog node is also considered. 

Fig. 2. Data transfer between the sensor node and 

Fog node 

Data exchange is performed by the MQTT 

protocol intended for IoT devices and a 

comparison between HTTP and MQTT could be 

viewed in [10]. Data load was emulated by 

sending a predefined number of images per 

second. Under this condition observed node 1 

calculates the difference between the time of 

sending the image and the time when the result 

of processing arrived from the Fog node.   

RESULTS AND DISCUSSION 

The central node, in addition to its basic role, 

was used as a Fog node on which image 

processing was performed. One of the results of 

image processing is shown in Fig. 3. The first 

image represents lemon with a rotten part that 

can be seen as a gray and dark green segment.  

On the second image, every pixel that belongs 

to the rotten segment was count and replaced by 

a black pixel, while good yellow parts were 

replaced by white pixel. Using image 

segmentation in Python script, damaged or 

rotten lemon could be detected and their size 

calculated in pixel apart from black pixels in the 

background. Depending on the calculated 

number, the degree of lemon damage can also 

be determined. 

This image processing was applied as a 

testing example to estimate usage of the central 

node or gateway based on Raspberry Pi for the 

role of the Fog node.   

a) b)

Fig. 3. Image of the damaged lemon (a) and image 

after segmentation (b) 

The focus of the test was on calculating the 

period between the time of sending an image 

from node 1 for analysis to the Fog node and the 

time when the result of segmentation was 

returned. The resolution of images used for 

testing was 640 x 480 pixels, and the same size 

of images is used for acquiring on Fog node. 

The frequency of sending images from 

another node, which represent data load to the 

Fog node, was shown in Table 1, and also image 

processing delays. In the first row of the table, 

there are defined time intervals between sending 

data from the n-th sensor node. Value in the first 

cell means that one second has passed after the 

previous code execution that performed image 

transfer. The second cell represents a 0.5 second 

pass period between transfers and 

approximately it means that two images are 

processed per second on the Fog node. The 

second row in the table possesses values of time 

delays in seconds only for images transfers from 

sensor node 1. The third row shows values of 

time delay that contain periods of transfer 

image, image analysis, and receiving results.   
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Table 1. Intervals of image sending and delays 

during processing 

Sending 

period (s) 
1 0.5 0.1 0.05 0.02 0.01 

Transfer 

image 

delay (s) 

0.118 0.130 0.139 0.161 0.267 0.394 

Image 

processing 

delay (s) 

0.197 0.225 0.235 0.26 0.472 0.581 

Values form table are also presented in Fig. 4 

where the time of execution from node 1 to Fog 

node could be compared for various data loads 

from other nodes in the Wi-Fi network. 
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Fig. 4. Node 1 image processing time on Fog node

During the execution of the example when the 

rate of sending images to the Fog node has a 

higher value, which corresponds to the last two 

points on the chart, Raspberry Pi is restarted 

after some time. However, observing values for 

0.1s or 0.05s intervals, processing delay from 

the sensor node side is 0.26 seconds. This can 

be a favorable value for the delay in the case of 

image processing on the Fog node. Timings of 

image transfer are also shown on the chart 

which could be considered in other processing 

cases that require more processing power and 

time on the side of the Fog node. In this case, 

the central Fog node which has some predefined 

purpose could also be used for moving some of 

the data processing from the Cloud.  

CONCLUSION 

In this paper model of the Fog computing 

system was presented with the reallocation of data 

processing from the Cloud to a central node near 

sensor devices. Testing example with image 

processing on Fog node applied on received 

images from surrounding sensor devices was 

presented without forwarding images to Cloud. 

Fog node could be used for image processing with 

a load that makes a sequence of images sending at 

every 0.1 to 0.05 seconds. Further research will be 

in performing test examples on the Fog node, 

involving acquired sensor data, which requires 

more complex processing.  
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